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WHAT IS EYE TRACKING?

Source: www.tobiipro.com/learn-and-support



An eye-tracker estimates where a 

person’s gaze-points land on the 

screen (x-y coordinates)



An eye-tracker estimates where a 

person’s gaze-points land on the 

screen (x-y coordinates)

A fixation



WHY EYE-TRACKING DATA?
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o What part of the visual information was 

noticed first?

o Was an important part of the visual 

information overlooked?

o What part of the visual information was 

looked at longest?

o Etc.



AREA OF INTEREST(AOI)

o Give semantic meaning to the gaze data collected

o Manual annotation and analysis is time consuming
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AUTOMATED AOI

o Use of Object Detection, Segmentation 

or Image Classification to automatically 

define the AOI and check whether an 

AOI is fixated or not

o DNNs era sparked this area of research

8

Pringles, 0.93

AOI Bounding Box: 

(x, y, w, h)

Object Detection algorithm

Fixation Point:

(x, y)

Software like iMotions



RELATED WORK

Exploring and comparing methods and algorithms [2, 6, 7, 8, 9, 10]

Image Processing techniques (ex. Canny edge detection, Haar Features)

Region based Convolution Neural Network (R-CNNs)

Fast Segmentation Convolutional Neural Networks (Fast – SCNN)

You Only Look Once (YOLO) v2, v3, v4
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RELATED WORK

o Analyzing students' attention [12]

o Artistic heuristics for face detection: tracking gaze when looking at faces [3]

o Augmented Reality warning systems for onsite construction workers [11]
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Implemented algorithm and applied to specific research



RELATED WORK

Publicly available tools

VLEYE: A Complete System for Analysis of Video Lecture Based on Eye Tracking (2018) [1]

- Open-source graphical user interface with many features, but automatic AOI only for 

faces ( using Haar Features)

EyeNotate Tool: Interactive Fixation-to-AOI Mapping for Mobile Eye Tracking Data 

based on Few-Shot Image Classification (2023) [13]

- Web application for automatically AOI detection that cuts the patch around the fixation 

point and runs Image Classification (lost information on what is NOT seen)
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- Automat ic  AOI  for  600 d i f ferent  ob ject  

c lasses for  the whole image /  f rame

- Addit ional  customized label ing 

- Calcu lat ion of  metr ics l i ke t ime to f i r s t  

f i xat ion,  AOI  rev is i ts ,  to ta l  t ime per AOI

- Open source
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Gaze2AOI



SYSTEM ARCHITECTURE

Version 8​

Dataset: OpenImages v7​



UML COMPONENT DIAGRAM
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INTERFACE AND FUNCTIONALITIES
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Select CSV file of eye tracking data 

and the acording video of the same 

subject.

If predictions were run in advance 

and now you want to annotate for 

specific classes, select CSV file with 

annotations (predictions)
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Check if the files are compatible
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Select desired object classes to 

be tracked and press START
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Preview the annotated video 

including the fixation point
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Select labeling tab and files that 

were saved in the previous task 

after tracking was finished
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Detected objects will appear 

here. Insert the desired label 

and go to next frame (next 

fixation). At the last frame, save 

the file.



APPLICATION FOR IOTOK

o Some people quit the web portal before reaching 

the core video: was it a lack of interest or was the 

interface not intuitive enough?
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Ducasse, J., Kljun, M., & Čopič Pucihar, K. (2020). Interactive Web 

Documentaries: A Case Study of Audience Reception and User Engagement 

on iOtok. International Journal of Human–Computer Interaction, 36(16), 

1558–1584. https://doi.org/10.1080/10447318.2020.1757255

o Documentary with interactive elements

o Currently running predictions with Gaze2AOI

o Calculate: TTFF, AOI revisits, gazing time spent on 

interactive elements before leaving the site



FUTURE WORK

o Complete calculations for IOTOK

o Tr y YOLO WORLD – prompt to detection

o Similarity networks

o Segmentation instead detection
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Questions?
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THANK YOU!
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