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Fye Tracking Research
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OVERVIEW

EYE-TRACKING AND AOI GAZE2AQI FUTURE WORK
Background System Architecture, Space for Improvement
Functionalities, Interface and Limitations

AUTOMATION OF AOI APPLICATION & IOTOK
Related Work and Using GazeZAQOI for
Gap in Literature Interactive Documentaries
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The illuminators The cameras

create a pattern of take high-resolution
near-infrared light on images of the user's

eyes and the patterns.

1 An eye tracker
consists of cameras,

illuminators and

algorithms.

The image processing

4 algorithms find specific
details in the user’s eyes and
reflections patterns.

Based on these details the eyes’
position and gaze point are
calculated, for instance on a computer
monitor, using a sophisticated

3D eye model algorithm.

Source: www.tobiipro.com/learn-and-support

WHAT IS EYE TRACKING?



An eye-tracker estimates where a
person’s gaze-points land on the
screen (x-y coordinates)



An eye-tracker estimates where a
person’s gaze-points land on the
screen (x-y coordinates)
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WHY EYE-TRACKING DATA?

o What part of the visual information was
noticed first?

o Was an important part of the visual
information overlooked?

o What part of the visual information was
looked at longest?

o Etc.




AREA OF INTEREST(AQOI)

o Give semantic meaning to the gaze data collected

o Manual annotation and analysis is time consuming
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AUTOMATED AQI|

o Use of Object Detection, Segmentation
or Image Classification to automatically
define the AOI and check whether an
AOlI is fixated or not

o DNNSs era sparked this area of research

AQI Bounding Box: Fixation Point:
(X/ y/ W/ h) (X/ y)

Object Detection algorithm Software like iMotions




RELATED WORK

Image Processing techniques (ex. Canny edge detection, Haar Features)
Region based Convolution Neural Network (R-CNNs)
Fast Segmentation Convolutional Neural Networks (Fast — SCNN)

You Only Look Once (YOLO) v2, v3, v4



RELATED WORK

o Analyzing students' attention [12]
o Artistic heuristics for face detection: tracking gaze when looking at faces [3]

o Augmented Reality warning systems for onsite construction workers [11]



RELATED WORK

VLEYE: A Complete System for Analysis of Video Lecture Based on Eye Tracking (2018) [1]

- Open-source graphical user interface with many features, but

EyeNotate Tool: Interactive Fixation-to-AOI Mapping for Mobile Eye Tracking Data
based on Few-Shot Image Classification (2023) [13]

- Web application for automatically AOI detection that cuts the patch around the fixation

point and runs Image Classification

1N



Gazel2AQOl

Automatic AOI for 600 different object
classes for the whole image / frame
Additional customized labeling
Calculation of metrics like time to first
fixation, AOI revisits, total time per AO|

Open source
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Version 8
Dataset: Openlimages v/

(pandas (Data processing) )
YOLO model
(cvz (Annotation) )

(moviepy (Video processing))

User Interaction
(mouse and keyboard)

A

\J

Graphical User Interface

(prattontend )——

(ultralytics (Prediction) ):

(torch (Model setting)

SYSTEM ARCHITECTURE




Gaze2AOI GUI Application\
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INTERFACE AND FUNCTIONALITIES
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Home

MELCINY  Tracking

Video Annotation App
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Select CSV file of eye tracking data
and the acording video of the same
subject.

If predictions were run in advance
and now you want to annotate for
specific classes, select CSV file with
annotations (predictions)

O

X

CSV selected  Annotation selected Video selected  Subject: 13-04-23 10h02m
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= Video Annotation App - o X

File START TRACKING CSV selected  Annotation selected  Video selected  Subject: 13-04-23 10h02m
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= Video Annotation App

CSV selected  Annotation selected Video selected  Subject: 13-04-23 10h02m
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= Video Annotation App
“te selected  Subject: 14-04-23 13h36m

Select labeling tab and files that
were saved in the previous task T—
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= Video Annotation App
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Labeling

Detected objects will appear
here. Insert the desired label
and go to next frame (next
fixation). At the last frame, save

the file.

Previous




APPLICATION FOR IOTOK

o Documentary with interactive elements

Ducasse, J, Kljun, M., & Copié Pucihar, K. (2020). Interactive Web
Documentaries: A Case Study of Audience Reception and User Engagement
on iOtok. International Journal of Human—Computer Interaction, 36(16),
1558-1584. https://doi.org/10.1080/10447318.2020.1757255

to k : o Some people quit the web portal before reaching
/|Island

the core video: was it a lack of interest or was the

S tehnologijo si bomo Zivijenje uredili tako,
da nam ga na koncu ne bo vec potrebno Ziveti.

interface not intuitive enough?

o Currently running predictions with GazeZ2 AQO|

o Calculate: TTFF, AOI revisits, gazing time spent on

interactive elements before leaving the site

= neut (@
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FUTURE WORK

o Complete calculations for IOTOK
o Try YOLO WORLD - prompt to detection
o Similarity networks

o Segmentation instead detection

23
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